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ICA Discovers Spiky Axes

⚫ Embedding distribution along independent axes is “spiky”

○ PCA can’t find the ”spiky” axes, providing isotropic embedding

○ ICA can find the ”spiky” axes by focusing on anisotropic information
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⚫ Two steps for ICA to find independent axes

1. Whitening (PCA) : Make each axis uncorrelated

2. Orthogonal Transformation: Maximize the non-Gaussianity of each axis

Low-Dimensionality
⚫ ICA-transformed embedding 

represents meaning with few axes

⚫ Evaluation Tasks
1. Analogy

2. Word Similarity

⚫ Evaluate performance by reducing the 
number of non-zero axes

Results

Independent Component Analysis (ICA) 

Finds Statistically Independent Axes

Purpose

1. Understanding How Embedding 

Geometry Encodes Meaning

2. Exploring the Universality of Geometric-

Meaning Relationships in Embeddings

We use 

ICA

1. Independent Axes in Embeddings are 

“Spiky” and Interpretable

2. “Spiky” and Interpretable Axes are 

Universal in Various Embeddings

arXiv: 2305.13175

Universal Geometry in Embeddings
① Cross-Lingual ②Model ③Modality

https://ymgw55.github.io/
https://momoseoyama.github.io/
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